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Normalizing flows on images

o Normalizing flows are continuous transformations 

o Images contain discrete values
→ The model will assign δ-peak probabilities on integer (pixel) values only

◦ These probabilities will be nonsensical, there is no smoothness

UVADLC tutorial

https://uvadlc-notebooks.readthedocs.io/en/latest/tutorial_notebooks/tutorial11/NF_image_modeling.html
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o Add (continuous) noise 𝑢~𝑞(𝑢|𝑥) to input variables 𝑣 = 𝑥 + 𝑢

o The data log-likelihood then is

log 𝑝 𝑥 = logන𝑝 𝑥 + 𝑢 𝑑𝑢 = log 𝔼𝑢~𝑞 𝑢 𝑥
𝑝 𝑥 + 𝑢

𝑞 𝑢 𝑥
≥ 𝔼𝑢~𝑞(𝑢|𝑥) log

𝑝(𝑥 + 𝑢)

𝑞(𝑢|𝑥)

o If 𝑞(𝑢|𝑥) is the uniform distribution the standard dequantization
◦ Probability between two consecutive values is fixed
→ resemble boxy boundaries between values

o Better learn 𝑞(𝑢|𝑥) in a variational manner
→ Variational dequantization

(Variational) dequantization
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o Given input 𝒛 the output of the transformation is

𝒛′ =
𝒛1:𝑗
′

𝒛𝑗+1:𝑑
′ =

𝒛1:𝑗

𝜇𝜃 𝒛1:𝑗 + 𝜎𝜃 𝒛1:𝑗 ⊙𝒛𝑗+1:𝑑

◦ 𝜇𝜃 , 𝜎𝜃 are neural networks with shared parameters

o Easy inverse: 𝒛 =

𝒛1:𝑗

𝒛𝑗+1:𝑑
′ −𝜇𝜃 𝒛1:𝑗

𝜎𝜃 𝒛1:𝑗

o Easy triangular Jacobian 
𝜕𝒛′

𝜕𝒛
=

𝕀𝑑 0
𝜕𝒛𝑗+1:𝑑

′

𝜕𝒛1:𝑗
diag 𝜎𝜃 𝒛1:𝑗

◦ The log determinant is σ𝑗 log 𝜎𝜃 𝒛𝑗

Coupling layers
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o Use masking 
◦ Checkers pattern

◦ Splitting across channels

o Alternate dimensions between consecutive layers
→ not always the same 1: 𝑑 dimensions remain untouched

Splitting dimensions in images



UVA DEEP LEARNING COURSE – EFSTRATIOS GAVVES                                                                                    DEEPER INTO DEEP 
LEARNING AND OPTIMIZATIONS - 6

EFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – 6 VISLabEFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – ‹#› VISLabEFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – 6 VISLabEFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – 6 VISLab

o Invertibility → number of dimensions before and after 𝑓 is the same
◦ High computational complexity for large images

o Apply new transformations to half the input only
◦ For the other half use the prior (previous) trasnfromations

o Use squeeze to turn spatial to channel dimensions
◦ And split for halving the input

Multi-scale architecture

UVADLC tutorial

https://uvadlc-notebooks.readthedocs.io/en/latest/tutorial_notebooks/tutorial11/NF_image_modeling.html
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GLOW, FLOW, FLOW++

Kingma, Dhariwal, Glow: Generative Flow with Invertible 1x1 Convolutions
Kingma, Dhariwal, Flow++: Improving Flow-Based Generative Models with 
Variational Dequantization and Architecture Design
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o Normalizing flows with variational inference to learn representations of 
categorical data on continuous space
◦ Learnable, smooth, support for higher dimensions

o Learning must ensure no loss of information
→ the volumes that represent categorical data must not-overlap

◦ Otherwise, to which category does the representation correspond to?

𝑝 𝒙 ≥ 𝔼𝒛~𝑞 ⋅ 𝒙
ς𝑖 𝑝 𝑥𝑖 𝒛𝑖
𝑞 𝒛 𝒙

𝑝 𝒛

◦ Factorized posterior ς𝑖 𝑝 𝑥𝑖 𝒛𝑖 to encourage learning non-overlapping 𝒛𝑖

Categorical normalizing flows [not in exams]

Lippe and Gavves, Categorical Normalizing Flows via Continuous Transformations, in submission to ICLR 2021
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Graph generation with categorical normalizing flows

Results on the Zinc250k dataset (224k examples)
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o Starting from a simple density like a unit Gaussian we can obtain any complex 
density that match our data without even knowing its analytic form

o Tractable density estimation

o Efficient parallel sampling and learning

o Often very many transformations required → Very large networks needed

o Constrained to invertible transformations with tractable determinant

o Tied encoder and decoder weights

o Transformations cannot easily introduce bottlenecks

Normalizing flows: pros and cons

UVADLC tutorial

https://uvadlc-notebooks.readthedocs.io/en/latest/tutorial_notebooks/tutorial11/NF_image_modeling.html
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A summary of properties

J. Tomczak’s lecture from April, 2019
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Summary

o Early autoregressive models

o Modern autoregressive models

o Normalizing flows

o Flow-based models

All mentioned papers as reading material


